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PURPOSE
1. Secure seamless Web access to remote computational resources
2. Intuitive front-end that hides complexity of heterogeneous, 

distributed backend systems.
3. Persistent, hierarchical, object oriented representation of 

computational tasks to enable archiving, reusing, sharing, and 
transition for operational use.

4. Support for incorporating legacy applications.
5. Integration of commodity software components (such as 

visualizations) into a single, user friendly system.
6. Support for model coupling.
7. Access to remote databases.



Grid Environment

• The Grid environment is very complex:
– security (authentication, authorization, delegation of 

credentials,…)
– (super) scheduling, (co)allocation
– quality of service, fault tolerance
– data transfer
– network protocols
– grid programming models,
– …

• The end user often overwhelmed (if not intimidated)
• Very little grid applications
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Massimo Cafaro:  The Grid Resource Broker

Grid Resource Broker
A portal to computational grids
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Elements of DMEFS Computational Portal

repository of tasks

persistent  objects (User Space)

users

projects

tasks

appl. proxies

Machines

Applications

Users

Information Services

Portal services  (submit job, transfer files, show status, …)

jobs



User Space

users

projects

tasks

appl. proxies

Organized as a tree – similar to a 4-level directory

User object: identity, authorization, preferences
Project object: a way to organize computational tasks
Task object: contains all information to submit a job
Application object: task constituent



EJB Components

• Entity Beans are persistent
• Session Beans operate on data

• A textbook example:
– A bank account is represented as an entity bean
– To transfer funds between accounts, a session bean is 

used
• Note: EJB container enforces security, transaction 

processing as well as provides methods to find/select entity 
beans (accounts). 
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Application descriptors
• name, description, keywords (queries, display)
• where it comes from (author, contact, …)
• what does it produce 

– for archiving
– for visualizations
– for model coupling (starting from dataflow)

• what it does need to run
– input data
– parameters (that GUI can be generated automatically, or 

preregistered GUI)
• where it is installed: all information to generate a batch 

script
• where can it be installed: all information to generate 

makefile
• events it generates



Task Descriptor

• hierarchical (from atomic to complex)
• contains “ ‘configured’ links” to application 

descriptors
• defines relationships between “atomic tasks”
• defines couples 



How does it work: creating a task

login

create or select project

create or select task

add one or more applications to the task

configure each application

link applications

submit the task





Computational Task

registered applications

Task Container

Select by:
- Name
- Properties
- ROI

Reconfigure for:
- new machine
- new ROI

Develop a new model

Define data sources
Define data dependency

Generate schedule
Run

View results

Register a new application



Task Preparation
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Task comprises: codes, data, tools and couplings
Couplings: the same address space, the same machine,
geographically distributed, parameterized



DMEFS Functionality
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Why we need persistence? (1)



Why we need persistence? (2)
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Four-Tier Architecture of the Web Portal

Client Tier  (Front End)
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Security: CORBA security service



Details (Kerberized version)
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Summary
Features of Computational Web Portals

• extends the user desktop by providing a seamless access to 
remote resources. 

• the user can state complex problems, allocate all resources 
needed to solve them, and analyze results.

• definitions of problems, methods of solving them, and their 
solutions are persistently stored; consequently they can be 
viewed and reused at later time, can be shared between 
researchers and engineers, and can be transitioned for 
operational or educational use.

• hides from the user complexity of heterogeneous, 
distributed, high performance back end.


